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Abstract

This paper studies Lagrangian hybrid systems, which are a special class of hybrid systems modeling

mechanical systems with unilateral constraints that are undergoing impacts. This class of systems

naturally display Zeno behavior— an infinite number of discrete transitions that occur in finite time,

leading to the convergence of solutions to limit sets called Zeno equilibria. This paper derives simple

conditions for stability of Zeno equilibria. Utilizing these results and the constructive techniques used to

prove them, the paper introduces the notion of a completed hybrid system which is an extended hybrid

system model allowing for the extension of solutions beyond Zeno points. A procedure for practical

simulation of completed hybrid systems is outlined, and conditions guaranteeing upper bounds on the

incurred numerical error are derived. Finally, we discuss an application of these results to the stability

of unilaterally constrained motion of mechanical systems under perturbations that violate the constraint.

I. INTRODUCTION

Hybrid dynamical systems are systems that display both continuous and discrete behavior

[17], [27], [44]. Systems of this form are used to model a myriad of applications, ranging

from biological systems to chemical processes to robotics. A fundamental phenomenon which is

unique to hybrid system is Zeno behavior—an infinite number of discrete transitions that occur in

a finite amount of time, called the Zeno time. Points to which Zeno solutions converge are called

Zeno equilibria, which are fixed points of the discrete dynamics but not the continuous dynamics.

Despite the simplicity of these definitions, understanding Zeno behavior on a fundamental level
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presents difficult and intriguing problems: Can simple conditions for the existence of Zeno

behavior be obtained? How does the existence of Zeno behavior relate to the convergence

properties, or stability, of hybrid systems? What happens to the solution of the system after

the Zeno time?

In this paper we address these fundamental questions by focusing on a special class of

hybrid systems termed Lagrangian hybrid systems, which model mechanical systems undergoing

impacts. In particular, we consider a configuration space, a Lagrangian modeling a mechanical

system, and a unilateral constraint function that gives the set of admissible configurations for

this system. This class of systems were widely studied in the literature [7], [25], [36], and are

traditionally modeled as hybrid systems [17], [29], [31]. Hybrid systems of this form naturally

display Zeno behavior, and therefore provide the ideal class of systems in which to gain an

intuitive understanding of this phenomenon, which has physically meaningful interpretations.

A. Literature review

Zeno behavior: Due to the subtle and complex nature of Zeno behavior, it has been studied

in many forms and from many different perspectives. Most of the conditions for existence of

Zeno behavior are necessary and tend to be very conservative; see [49], [50] for general hybrid

systems, and [9], [41] for linear complementarity systems. Until recently, sufficient conditions

for Zeno behavior were more rare [1]. Necessary and sufficient conditions for Zeno behavior in

a particular class of controlled hybrid systems were found in [18]. In the context of Lagrangian

hybrid systems, Lamperski and Ames [21] provided Lyapunov-like conditions for Zeno behavior

near isolated Zeno equilibrium points. Ames et al. [2] derived sufficient conditions for Zeno

behavior in a special class of hybrid systems, called first quadrant hybrid systems. This idea

was then generalized in [22] to set-valued first quadrant hybrid systems, with application to

non-isolated Zeno equilibria in Lagrangian hybrid systems.

Stability in Zeno hybrid systems: In dynamical systems theory, a classical definition of

stability of an equilibrium point is due to Lyapunov [26]. This definition states that an equilibrium

point x0 is stable if there exists a small open neighborhood of initial conditions near x0, under

which the solution stays bounded within an arbitrarily small neighborhood of x0. This notion

naturally generalizes to hybrid systems, e.g. [17], [47], and, in particular, to Zeno solutions [39],

[42]. Only recently, Goebel and Teel [15] defined the notion of uniform Zeno stability, which

captures the fact that the finite convergence (Zeno) time can also be bounded in terms of the



neighborhood of initial conditions.

Completing hybrid systems solutions beyond Zeno point: The problem of carrying solutions

of hybrid systems beyond Zeno times is even more involved. It is often argued that Zeno behavior

represents an inherent limitation of the hybrid system model, where the solution reaches a point

at which the model is no longer valid, and cannot predict the true behavior of the physical system.

On a more practical level, in numerical simulations of hybrid systems, Zeno solutions lead to

problems of computational inefficiency and numerical errors [20]. Some attempts to shed light

on the behavior of the solution past the Zeno point are as follows. In the closely related class of

switched systems [23], Zeno solutions often occur, associated with finite-time convergence to a

switching surface in state space, along with increasingly fast switching events near this surface,

called chattering. In that case, the solutions can be extended by considering the set-valued

Filippov solution [13], which involves sliding along the switching surface. Another technique

that has been proposed in the hybrid systems literature is that of regularization, which was

illustrated for particular examples in [20]. This technique is based on perturbing the dynamical

system in order to obtain non-Zeno solution, and then taking the limit as the perturbation goes

to zero. A more formal procedure for obtaining generalized solutions of Zeno hybrid system via

regularization was presented in [14], [38]. Following similar guidelines, generalized solutions

for unilaterally constrained mechanical systems are analyzed in [29].

In the particular class of Lagrangian hybrid systems, the special structure of the system clearly

indicates what the solution “should” do after convergence to a Zeno point. Ames et. al [5] have

made the key observation that Zeno limit points lie on the zero-level set of the unilateral constraint

function, with their velocity vector tangent to this constraint surface. Therefore, they postulated

that after the Zeno time, the system switches to holonomically constrained dynamics, where the

solution slides along the zero-level set of the constraint function. However, the authors in [5]

overlooked the fact that there should also be a transition from the constrained motion back to

the hybrid dynamics, which is associated with solutions leaving the constraint surface.

B. Summary of contributions

We now summarize the key contributions of this paper. First, focusing on Lagrangian hybrid

systems, in Section III we formally define the type of stability that Zeno equilibria in such

systems can display: bounded-time local stability, which is similar in spirit to the uniform Zeno

stability defined in [15]. We derive necessary and sufficient conditions for the stability of Zeno



equilibria in Lagrangian hybrid systems, and show that the stability conditions are exactly the

same as the sufficient conditions for existence of Zeno behavior presented in [22]. Moreover, our

stability proof is constructive, in the sense that it derives explicit bounds on the neighborhood

of initial conditions that guarantee convergence of the solution in an arbitrarily small Zeno time

while staying bounded within any given neighborhood.

In Section IV, we continue the work of [5] and propose a formal method for “completing”

solutions of Lagrangian hybrid systems beyond Zeno points. This is done by defining a completed

hybrid system, consisting of a domain with hybrid dynamics and a domain with constrained

dynamics, together with transitions between them. The transition from the hybrid dynamics to

constrained motion occurs after a Zeno solution converges to a Zeno equilibrium point. The

transition back from constrained motion to the hybrid dynamics occurs when the unilateral

constraint force vanishes.

While these new notions are theoretically valuable, they are not practically useful, since

in general, the Zeno point cannot be computed exactly, as it requires computation of infinite

number of discrete transitions. Any practical simulation essentially involves truncation of the

Zeno solution after a finite number of transitions, leading to unavoidable numerical errors.

Therefore, in Section V we present conditions for reliable truncation, which guarantee that

the exact solution actually exhibits a true Zeno behavior, and that the numerical error incurred

by the finite truncation is less than a pre-specified bound. The derivation of these conditions is

done by exploiting the constructive stability proof in Section III, which derives explicit bounds

on the deviation of the solution from the exact (unknown) Zeno point.

Finally, in Section VII we discuss a key interpretation of the results to stability of unilaterally

constrained mechanical systems under perturbations that violate the constraint.

C. Significance

The physical significance of Zeno behavior in mechanical systems is that it corresponds to a

sequence of impacts which eventually converges to contact re-establishment, as in the examples

of a bouncing ball or tossing a dice. In reality, the precise dynamics of such systems during the

short periods of impact involves complicated interactions that can be analyzed using more refined

models of contact mechanics. In order to bypass the difficulties involved in these models, those

interactions are lumped into rigid-body impacts, which are instantaneous events of discontinuous

velocity jumps. Therefore, in some sense, Zeno equilibria and Zeno behavior in general are



artifacts of this simplifying model. Yet by analyzing the stability of Zeno equilibria, the claim is

that one is analyzing the stability of the equilibrium point that would exist if the more detailed

contact dynamics were considered. Moreover, the completion process that will be introduced in

this paper allows one to continue time forward in the same way it would if more complex models

of the systems were considered. Thus, our study provides insight into the qualitative behavior

of the physical system while simultaneously reaping the benefit of considering a simpler model

of the dynamics as a hybrid system.

Our work can be utilized as a theoretical framework for analysis and simulation of mechanical

or robotic control systems involving intermittent contacts. Such systems were previously studied

as control problems in the literature, e.g. [7], [12], [35], [46]. However, these works did not

explicitly address the subtle issues related to simulating the Zeno behavior of the system. Since

Zeno behavior can occur in a large class of systems for which it is desirable to control and

analyze, this work has the potential to impact a wide variety of applications.

The importance of understanding Zeno behavior in hybrid systems and its relationship to

control can best be seen by considering a specific example: bipedal robotic walking. Bipeds are

naturally modeled as hybrid (control) systems [4], [16], [28], [46]: when the leg is swinging, its

motion is governed by (controlled, underactuated) Euler-Lagrange equations, and when the foot

strikes the ground the dynamics are discrete due to the instantaneous impact event. For bipedal

robots, feedback control laws can be developed that result in stable walking, i.e., stable hybrid

periodic orbits [3], [43], [46]. In obtaining a hybrid model of a bipedal robot, it is traditionally

assumed that impacts are perfectly plastic, resulting in instantaneous switch to a sticking contact.

In reality, this assumption may be difficult to guarantee and in the case when it is violated, the

end result is Zeno behavior in the hybrid model. Therefore, understanding the stability of Zeno

equilibria and how to complete hybrid systems will be essential in understanding how these

system behave in reality. To provide a specific example, the results of this paper have been

recently used to guarantee the existence of a limit cycle in a system with non-plastic impacts

given the existence of stable limit cycles with plastic impacts [31]. In the context of bipedal

walking, results of this form ensure that the walking gait is robust with respect to changes in

the impact model.



II. BASIC TERMINOLOGY

In this section we introduce the terminology for the paper and define the Lagrangian hybrid

system. Then we introduce the Zeno behavior and define Zeno equilibria.

A. Lagrangian Hybrid Systems

We now introduce the notion of a hybrid Lagrangian and the associated Lagrangian hybrid

system. First, we review the notion of a simple hybrid system.

Definition 1: A simple hybrid system is a tuple H = (D, G,R, f), where

• D is a smooth manifold called the domain,

• G is an embedded submanifold of D called the guard,

• R is a smooth map R : G → D called the reset map,

• f is a vector field on the manifold D.

This paper focuses on simple hybrid systems, having a single domain, guard and reset map.

A general hybrid system (see [27]), which is not discussed here, consists of a collection of

domains, guards, reset maps and vector fields as indexed by an oriented graph.

Hybrid executions. An execution of a simple hybrid system H is a tuple χH = (Λ, I, C),

where

• Λ = {0, 1, 2, . . .} ⊆ N is an indexing set.

• I = {Ii}i∈Λ is a hybrid interval where Ii = [τi, τi+1] if i, i + 1 ∈ Λ and IN−1 = [τN−1, τN ]

or [τN−1, τN) or [τN−1,∞) if |Λ| = N , N finite. Here, τi, τi+1, τN ∈ IR and τi ≤ τi+1.

• C = {ci}i∈Λ is a collection of integral curves of f , i.e., ċi(t) = f(ci(t)) for t ∈ Ii, i ∈ Λ,

And the following conditions hold for every i, i + 1 ∈ Λ:

(i) ci(τi+1) ∈ G,

(ii) R(ci(τi+1)) = ci+1(τi+1),

(iii) τi+1 = min{t ∈ Ii : ci(t) ∈ G}.
The initial condition for the execution is c0(τ0).

Lagrangians. Let Q be the n-dimensional configuration space for a mechanical system (assumed

to be a smooth manifold) and TQ the tangent bundle of Q. In this paper, we will consider

Lagrangians, L : TQ → IR, describing mechanical, or robotic, systems, which are Lagrangians

of the form

L(q, q̇) =
1

2
q̇T M(q)q̇ − V (q), (1)



where M(q) is the (positive definite) inertial matrix, 1
2
q̇T M(q)q̇ is the kinetic energy and V (q)

is the potential energy. In this case, the Euler-Lagrange equations yield the (unconstrained)

equations of motion for the system:

M(q)q̈ + C(q, q̇)q̇ + N(q) = 0, (2)

where C(q, q̇) is the Coriolis matrix (cf. [30]) and N(q) = ∂V
∂q

(q). Setting x = (q, q̇), the

Lagrangian vector field, fL, associated to L takes the familiar form:

ẋ = fL(x) =


 q̇

M(q)−1(−C(q, q̇)q̇ −N(q))


 . (3)

This process of associating a dynamical system to a Lagrangian will be mirrored in the setting

of hybrid systems. First, we introduce the notion of a hybrid Lagrangian.

Definition 2: A simple hybrid Lagrangian is defined to be a tuple L = (Q,L, h), where

• Q is the configuration space,

• L : TQ → IR is a Lagrangian, assumed to be of the form (1),

• h : Q → IR provides a unilateral constraint on the configuration space; we assume that the

zero level set h−1(0) is a smooth manifold.

Simple Lagrangian hybrid systems. For a Lagrangian (1), there is an associated dynamical

system (3). Similarly, given a hybrid Lagrangian L = (Q,L, h) the simple Lagrangian hybrid

system (SLHS) associated to L is the simple hybrid system HL = (DL, GL, RL, fL). First, we

define

DL = {(q, q̇) ∈ TQ : h(q) ≥ 0}, and GL = {(q, q̇) ∈ TQ : h(q) = 0 and dh(q)q̇ ≤ 0},

where dh(q) =
(

∂h
∂q

(q)
)T

=
(

∂h
∂q1

(q) · · · ∂h
∂qn

(q)
)

.

In this paper, we adopt the reset map ([8]): RL(q, q̇) = (q, PL(q, q̇)), which is based on the

impact law

PL(q, q̇) = q̇ − (1 + e)
dh(q)q̇

dh(q)M(q)−1dh(q)T
M(q)−1dh(q)T , (4)

where 0 ≤ e ≤ 1 is the coefficient of restitution, which is a measure of the energy dissipated

through impact. The impact law (4) corresponds to rigid-body collision under the assumption of

frictionless impact. Examples of more complicated impact laws that account for friction can be

found in [8], [10]. Finally, fL = fL is the Lagrangian vector field associated to L in (3).



B. Zeno Behavior and Zeno Equilibria

We now introduce the notions of Zeno behavior and Zeno equilibria. More importantly, we

review the sufficient conditions for Zeno behavior that will motivate the result of the next

section, in that our sufficient conditions for the stability of Zeno equilibria utilize exactly the

same conditions; that is, in Lagrangian hybrid systems, the existence of Zeno behavior and the

stability of Zeno equilibria can be detected with the same simple and easily verifiable conditions.

Zeno behavior. An execution χH is Zeno if Λ = N and limi→∞ τi = τ∞ < ∞. Here τ∞ is called

the Zeno time. If χHL is a Zeno execution of a Lagrangian hybrid system then its Zeno point

is defined to be x∞ = (q∞, q̇∞) = lim
i→∞

ci(τi) = lim
i→∞

(qi(τi), q̇i(τi)). Zeno points are intricately

related to a type of equilibrium points that are unique to hybrid systems: Zeno equilibria.

Definition 3: A Zeno equilibrium point of a simple hybrid system H is a point x∗ ∈ G such

that R(x∗) = x∗ and f(x∗) 6= 0.

Note that, by definition, Zeno equilibria are fixed points of the discrete dynamics of a hybrid

system but not fixed points of the continuous dynamics. If HL is a Lagrangian hybrid system,

then due to the special form of these systems we find that a point x∗ = (q∗, q̇∗) such that

fL(x∗) 6= 0 is a Zeno equilibrium point iff q̇∗ = PL(q, q̇∗), with PL given in (4). In particular,

the special form of PL implies that this hold iff dh(q∗)q̇∗ = 0. Therefore the set of all Zeno

equilibria for a Lagrangian hybrid system is given by the hypersurfaces in GL:

Z = {(q, q̇) ∈ GL : dh(q)q̇ = 0 and fL(x) 6= 0}.

Note that if dim(Q) > 1, the Zeno equilibria in Lagrangian hybrid systems are always non-

isolated (see [21])—this motivates the study of such equilibria.

Sufficient conditions for Zeno behavior. Let ḧ(q, q̇) be the acceleration of h(q) along trajec-

tories of the unconstrained dynamics (2), given by:

ḧ(q, q̇) = q̇T H(q)q̇ − dh(q)M(q)−1(C(q, q̇)q̇ + N(q)), (5)

where H(q) is the Hessian of h at q. The following theorem, which was proven in [22], provides

sufficient conditions for existence of Zeno executions in the vicinity of a Zeno equilibrium point.

Theorem 1 ([22]): Let HL be a simple Lagrangian hybrid system and let (q∗, q̇∗) be a Zeno

equilibrium point of HL. Then if e < 1 and ḧ(q∗, q̇∗) < 0, there exists a neighborhood W ⊂ DL

of (q∗, q̇∗) such that for every (q0, q̇0) ∈ W , there is a unique Zeno execution χHL of HL with

c0(τ0) = (q0, q̇0).
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Fig. 1. (a) The bouncing ball on a sinusoidal surface. (b) The double pendulum

Note that the theorem only gave sufficient conditions for existence of Zeno behavior, and

did not discuss necessary conditions. In the next section, we show that the same conditions are

sufficient for stability of Zeno equilibria, and also provide necessary conditions for stability.

C. Examples

We now introduce two examples of mechanical systems that will serve for demonstration of

the results throughout the paper.

Example 1 (Ball): The first running example of this paper is a planar model of a ball bouncing

on a sinusoidal surface (cf. Fig. 1(a)). The ball is modeled as a point mass m. In this case,

B = (QB, LB, hB), where QB = IR2. The configuration is the position of the ball q = (x, y), and

the Lagrangian is given by LB(x, ẋ) = 1
2
m‖q̇‖2−mgy, where g is the gravitational acceleration.

Finally, the sinusoidal surface is represented by the constraint function hB(q) = y− sin(x) ≥ 0.

So, for this example, there are trivial dynamics and a nontrivial constraint function.

Note that from the hybrid Lagrangian B = (QB, LB, hB) we obtain a hybrid system HB =

(DB, GB, RB, fB). The set of Zeno equilibria for this hybrid system are given by:

Z = {(x, y, ẋ, ẏ) ∈ GB : ẏ − ẋ cos(x) = 0}.

Physically, this set corresponds to states at which the ball touches the sinusoidal surface and

slides along it.

Example 2 (Double Pendulum): Our second running example is a constrained double pen-

dulum with a mechanical stop (cf. Fig. 1(b)). The double pendulum consists of two rigid links

of masses m1,m2, lengths L1, L2, and uniform mass distribution, which are attached by passive

joints, while a mechanical stop dictates the range of motion of the second link. The example

serves as a simplified model of a leg with a passive knee and a mechanical stop, which is widely



investigated in the robotics literature in the context of passive dynamics of bipedal walkers with

knees (cf. [28], [37]). In this case, P = (QP, LP, hP), where QP = S1 × S1, q = (θ1, θ2),

and S1 denotes the unit circle, used for coordinates describing angles. The Lagrangian is given

by LP(q, q̇) = 1
2
q̇T M(q)q̇ + (1

2
m1L1 + m2L1)g cos θ1 + 1

2
m2L2g cos(θ1 + θ2),with the elements

Mij of the 2×2 inertia matrix M(q) given by M11 = m1L
2
1/3 + m2(L

2
1 + L2

2/3 + L1L2 cos θ2),

M12 = M21 = m2(3L1L2 cos θ2 +2L2
2)/6, M22 = m2L

2
2/3. Finally, the constraint that represents

the mechanical stop is given by hP(q) = θ2 ≥ 0. So, for this example, there are nontrivial

dynamics and a trivial constraint function.

Note that from the hybrid Lagrangian P = (QP, LP, hP) we obtain a hybrid system HP =

(DP, GP, RP, fP). The set of Zeno equilibria for this hybrid system are given by: Z =

{(θ1, θ2, θ̇1, θ̇2) ∈ DP : θ2 = 0, θ̇2 = 0}. That is, the set of Zeno equilibria are the set of

points where the lower link is “locked.”

III. STABILITY OF ZENO EQUILIBRIA

In this section, we present and prove the first main result of this paper: conditions for the

stability of Zeno equilibria. In particular, we introduce a type of stability that Zeno equilibria

in SLHS can display: bounded-time local stability (BTLS). We show that the same conditions

on the coefficient of restitution and the second derivative of the unilateral constraint function as

in Theorem 1 imply this type of stability, and also give necessary conditions for stability.

Definition 4: Let x∗ = (q∗, q̇∗) be a Zeno equilibrium point of a simple Lagrangian hybrid

system HL. Then x∗ is defined as bounded-time locally stable (BTLS) if for each open

neighborhood U ⊆ TQ of x∗ and εt > 0, there exists another open neighborhood W of x∗,

such that for every initial conditions c0(τ0) ∈ W ∩ DL, the corresponding execution χHL is

Zeno, and satisfies ci(t) ∈ U for all t ∈ Ii and i ∈ Λ, while its Zeno time satisfies τ∞− τ0 < εt.

Remark. Note that this definition resembles the classical criterion of Lyapunov stability [26],

with the two additions that only initial conditions that satisfy the constraint are allowed, and

that finite-time convergence to the constraint surface is required. It is also similar in spirit to the

criterion of uniform Zeno stability in [15], which is defined for hybrid systems whose dynamics

is set-valued, and requires Zeno convergence of solutions to a compact set in state space. This

criterion is applied in [15] for the special subclass of Lagrangian hybrid systems with isolated

Zeno equilibrium points [21], whereas in our setup the Zeno equilibria are non-isolated and form

a non-compact set.



A. Statement of the Stability Conditions

We now present the first result of the paper: conditions for bounded-time local stability of

Zeno equilibria in simple Lagrangian hybrid systems.

Theorem 2: Let x∗ = (q∗, q̇∗) be a Zeno equilibrium point of a simple Lagrangian hybrid

system HL, and assume that e < 1. Then the following two conditions hold:

(i) If ḧ(q∗, q̇∗) < 0, then x∗ is BTLS .

(ii) If ḧ(q∗, q̇∗) > 0, then x∗ is not BTLS .

Remark. Note that the gap between the necessity and sufficiency conditions in this theorem

can be intuitively viewed as being analogous to standard linearization results in continuous-time

dynamical systems theory. In particular, in the case of linearizing a nonlinear system about an

equilibrium point, if the real parts of the eigenvalues of the Jacobian are negative it implies

stability, if one of the eigenvalues has positive real part it implies instability and if one of the

real parts is zero it is not possible to determine stability or instability [40]. Therefore, in the

case of Theorem 2, ḧ(q∗, q̇∗) plays the role of the “real part of an eigenvalue”; if it negative

there is stability, if it is positive there is instability and if it is zero, an assessment of stability

cannot be given in general.

Setup for the proof of Theorem 2. For part (i) of Theorem 2, we not only prove the existence of

the neighborhood W for given U , but also provide an explicit relation between W and U . For the

sake of concreteness and simplicity, we use a local coordinate chart for small neighborhoods

of x∗. Therefore, we can identify both q and q̇ with elements of IRn, and use the induced

Euclidean norm ‖ · ‖ to define neighborhoods of x∗ = (q∗, q̇∗) as N(εq, εv) = {(q, q̇) ∈ DL :

‖q − q∗‖ < εq, ‖q̇ − q̇∗‖ < εv}. Using this notation, for a given U there exist εq and εv such that

N(εq, εv) ⊆ U . Assuming that e < 1 and ḧ(q∗, q̇∗) < 0, our goal is to construct a neighborhood

W = N(δq, δv) that satisfies the requirements given in Definition 4.

B. Proof of the Stability Conditions

The rest of this section proves Theorem 2 by stages through a series of lemmas. Before

presenting these lemmas, we will first give a general outline of the proof. In particular, the proof

of part (i) of Theorem 2 is divided into three steps:

1) We define an intermediate neighborhood V ⊂ U , such that solutions of the hybrid system

that stay within V are converging to the set Z of Zeno equilibria.
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Fig. 2. Illustration of the neighborhoods U, V, W and W ′ of x∗.

2) We define another neighborhood W ′ ⊂ GL ∩ V , which lies on the guard GL, such that

for any execution, if at the first impact time c0(τ1) lies in W ′, then it is a Zeno execution,

whose solution is guaranteed to stay within V .

3) We construct the neighborhood W , such that any execution with initial conditions c0(τ0) ∈
W is guaranteed to satisfy c0(τ1) ∈ W ′, and thus it is a Zeno execution, and the solution

stays within U, as required. An illustration of these neighborhoods appear in Fig. 2.

We now formally proceed through these steps in order to establish the main result of the paper.

Step 1. We begin by defining the intermediate neighborhood V = N(ε′q, ε
′
v), where ε′q < εq

and ε′v < εv are chosen so that for amin = − max
(q,q̇)∈V

ḧ(q, q̇) and amax = − min
(q,q̇)∈V

ḧ(q, q̇), the

following conditions hold:

amax > amin > 0 and eγ < 1, where γ =

√
amax

amin

. (6)

Note that the fact that e < 1 and ḧ(q∗, q̇∗) < 0, along with the continuity of ḧ(q, q̇), imply that

such ε′q, ε
′
v exist. This definition of V implies that when (q(t), q̇(t)) ∈ V , the time-evolution of

the constraint function h(q(t)) satisfies the second-order differential inclusion

ḧ(q(t), q̇(t)) ∈ [−amax,−amin]. (7)

For simplicity of notation, for an execution χHL let us denote v−i = dh(qi−1(τi))q̇i−1(τi) and

v+
i = dh(qi(τi))q̇i(τi), which are the discrete sequences of pre- and post-impact velocities ḣ at the

collision times τi. Note that the impact law (4) implies that v+
i = −ev−i . Also, let ∆τi = τi−τi−1

denote the time difference between two consecutive impacts. The following lemma states that in

a part of an execution where the solution stays within V , the series of v−i and ∆τi are decaying.

Lemma 1: Let x∗ = (q∗, q̇∗) be a Zeno equilibrium point of a simple Lagrangian hybrid

system such that ḧ(q∗, q̇∗) < 0 and e < 1, and let V = N(ε′q, ε
′
v) be a neighborhood of x∗ that



satisfies the conditions in (6). Then for any execution χHL such that ci(t) ∈ V for all t ∈ Ii and

i ∈ {1 . . . k} ⊆ Λ, the discrete-time series of v−i and of ∆τi satisfy

e

γ
|v−i | ≤ |v−i+1| ≤ eγ|v−i | for i = 1 . . . k. (8)

∆τi ≤ 2e|v−i |
amin

for i = 1 . . . k. (9)

The proof of Lemma 1, which utilizes methods from optimal control to derive bounds on the

solution, appears in the Appendix. The lemma implies that the sequence of pre-impact velocities

is bounded by a geometric series as |v−i | ≤ |v−1 |(eγ)i−1 for i = 1 . . . k. The condition eγ < 1

in (6) then implies that the series of v−i is bounded by a decaying geometric series.

Note that one can obtain alternative conditions on amin, amax and e that guarantee the decaying

of v−i by using elementary calculus. However, these conditions are much more conservative than

those given in (6). In particular, direct integration of (7) gives |v−i+1| ≤ v+
i − amax∆τi, and with

an additional integration for h(t), it can be shown that ∆τi ≤ v+
i

amin
. Combining these two bounds

and the relation v+
i = −ev−i , one obtains the bound |v−i+1| ≤ e

(
2amax

amin
− 1

)
|v−i |. However, in

this derivation, |v−i+1| was maximized by taking ḧ = −amax for all t ∈ Ii, whereas ∆τi was

maximized by taking ḧ = −amin for all t ∈ Ii. Therefore, it is clear that there does not exist

any solution of (7) for which v−i+1 actually attains the upper bound. In order to derive the tight

bound (8) for v−i+1 over all feasible solutions of (7), one has to utilize methods of optimal control

(or, equivalently, calculus of variations), as detailed in the Appendix. Further discussion on the

derivation of these bounds via optimal control and Lyapunov techniques can be found in [34].

Step 2. As the next step towards computing the neighborhood W, we define the relative

neighborhood W ′ ⊂ GL ∩ V , of initial conditions on the guard GL (i.e. corresponding to an

impact), such that for any execution with initial conditions in W ′, the solution stays within V .

In order to construct W ′ for given neighborhoods U and V , we first define the scalars:

β = ‖q̇∗‖+ ε′v

η = max
(q,q̇)∈V

‖M−1(q)dh(q)T‖
dh(q)M(q)dh(q)T

(10)

ζ = max
(q,q̇)∈V

∥∥M−1(q) (C(q, q̇)q̇ + N(q))
∥∥ .

The following lemma completes the definition of W ′.

Lemma 2: Let x∗ = (q∗, q̇∗) be a Zeno equilibrium point of a simple Lagrangian hybrid

system HL such that ḧ(q∗, q̇∗) < 0 and e < 1, and let V = N(ε′q, ε
′
v) be a neighborhood of x∗



that satisfies (6). For a given ε′t > 0, let W ′ be the relative neighborhood defined as follows:

W ′ = {(q, q̇) ∈ TQ : h(q) = 0, ‖q − q∗‖ ≤ δ′q, (11)

‖q̇ − q̇∗‖ ≤ δ′v and − v1max < dh(q)q̇ ≤ 0}.

such that δ′q, δ
′
v and v1max satisfy the conditions:

δ′q < ε′q, δ′v < ε′v and v1max < min {κ1, κ2, κ3} , where

κ1 =
amin(1− eγ)

2e
ε′t

κ2 =
amin (1− eγ)

2eβ
(ε′q − δ′q)

κ3 = (ε′v − δ′v)
/ (

(1 + e)η

1− eγ
+

2eζ

amin (1− eγ)

)
.

(12)

Then each execution χHL such that c0(τ1) ∈ W ′ is Zeno and satisfies ci(t) ∈ V for all t ∈ Ii

and i ≥ 1. Moreover, the corresponding Zeno time satisfies τ∞ − τ1 < ε′t.

Proof: Let us denote c0(τ1) = (q1, q̇1) and treat this as the initial condition of the execution,

hence the first time interval is I0 = {τ1}. Note that, by construction of W ′, the initial condition

satisfies c0(τ1) ∈ V . We prove the lemma by assuming that the solution does not stay within

V at all times, and showing that this leads to a contradiction. Let t′ be the minimal time such

that ci′(t
′)6 ∈V , where t′ ∈ Ii′ , and i′ ∈ Λ. This implies that ci(t) ∈ V for all i = 1 . . . i′−1, and

that ci′(t) ∈ V for all t ∈ Ii′ such that t < t′. We now invoke the results of Lemma 1 to derive

bounds on ci′(t
′), and show that it must lie within V . First, we derive an upper bound for the

time t′. Using Lemma 1 and substituting k = i′ − 1, the time differences ∆τi must satisfy (9)

for i = 1 . . . i′ − 1. This implies that

τi′ = τ1 +
i′−1∑
i=1

∆τi ≤ τ1 +
2e|v−1 |
amin

i′−1∑
i=1

(eγ)i−1.

Since ci(t) ∈ V for t ∈ [τi, t
′), the acceleration ḧ satisfies the differential inclusion (7). Thus,

direct integration gives the bound h(qi′(t)) < v+
i′ (t − τi′) − amin(t − τi′)

2/2, and the inequality

h(q) ≥ 0 then results in (t′ − τi′) ≤ 2v+
i′

amin
. Using (9) and the fact that v+

i′ = ev−i′ , one obtains an

upper bound on t′ as

t′ ≤ τ1 +
2e|v−1 |
amin

i′∑
i=1

(eγ)i <
2e|v−1 |

amin(1− eγ)
. (13)

We now derive a bound on qi′(t
′). By definition of the impact law (4), the q-component of

the solution ci(t) does not change at the impact times, i.e. qi(τi+1) = qi+1(τi+1) for all i ∈ Λ.



Moreover, the definition of β in (10) implies that if ci(t) ∈ V then ‖q̇i(t)‖ < β. Since this holds

for all i < i′ and for i = i′ and t < t′, the change in q is bounded by ‖qi′(t
′)− q1‖ < β(t′− τ1).

Note that, by construction of W ′, q1 satisfies ‖q1 − q∗‖ ≤ δ′q. Using this fact and the bound on

t′ in (13), the triangle inequality implies that ‖qi′(t
′)− q∗‖ < δ′q + β

2e|v−1 |
amin(1−eγ)

. By construction

of W ′ in (12), the requirement v1max < κ2 then implies that ‖qi′(t
′)− q∗‖ < ε′q.

Next, we derive a bound on q̇i′(t
′). The change in q̇ during the execution can be decomposed

into its discrete and continuous parts, as follows. Let us denote ∆d
i = q̇i(τi) − q̇i−1(τi) and

∆c
i = q̇i(τi+1)− q̇i(τi). Therefore, one can express q̇i′(τi′) as

q̇i′(τi′) = q̇1 + ∆d
1 + ∆c

1 . . . + ∆d
i′−1 + ∆c

i′−1 + ∆d
i . (14)

We now use the fact that ci(t) ∈ V for all t ∈ Ii and i = 1 . . . i′ to derive bounds on ∆d
i and ∆c

i .

The discrete change in q̇ due to a single impact at time τi is given in (4). When ci(τi) ∈ V , it is

bounded by ‖∆d
i ‖ ≤ (1 + e)η

∣∣v−i
∣∣, where η is defined in (10). The change in q̇ during the time

interval Ii is bounded by ‖∆d
i ‖ ≤ ζ∆τi, where ζ , defined in (10), is the maximum norm of q̈ in V .

Similarly, the change in q̇ during the time interval [τi′ , t
′) satisfies ‖q̇i′(t

′)− q̇i′(τi′)‖ ≤ ζ(t′−τi′).

Using these bounds together with the bound on t′ in (13), the bounds (8), (9) from Lemma 1,

and the decomposition (14), the triangle inequality implies a bound on q̇i′(t
′) as

‖q̇i′(t
′)− q1‖ ≤

i′∑
i=1

(1 + e)η
∣∣v−i

∣∣ +
i′−1∑
i=1

ζ∆τi + ζ(t′ − τi′)

≤ (1 + e)η|v−1 |
i′∑

i=1

(eγ)i−1 + ζ(t′ − τ1) <
(

(1+e)η
1−eγ + 2eζ

amin(1−eγ)

)
|v−1 |.

(15)

Note that, by construction of W ′, q̇1 satisfies ‖q̇1 − q̇∗‖ ≤ δ′v. Using the triangle inequality

and the bound (15), the requirement v1max < κ3 in (12) then implies that ‖q̇i′(t
′)− q̇∗‖ < ε′v.

Combining this with the bound obtained for qi′(t
′) we conclude that ci′(t

′) ∈ V , in contradiction

to the original assumption.

Finally, since ci′(t
′) ∈ V for all t ∈ Ii and i ∈ Λ, the lower bound in (8) in Lemma 1 implies

that v−i is always strictly negative for any i ∈ Λ. Therefore, the solution ci′(t
′) does not reach

the constraint surface Z at any time τi after a finite number of impacts. Instead, it converges

asymptotically to Z after an infinite number of impacts, hence χHL must be a Zeno execution.

Moreover, using the bound (9) in Lemma 1, the Zeno time is bounded by

τ∞ = τ1 +
∞∑
i=1

∆τi ≤ τ1 +
∞∑
i=1

2e|v−1 |
amin

(eγ)i=1 = τ1 +
2e|v−1 |

amin(1− eγ)
.



The requirement that v1max < κ1 in (12) then verifies that τ∞ − τ1 < ε′t, as desired.

Step 3. At this final stage, for a given ε′′t > 0, we define the neighborhood W as W = N(δq, δv),

where δq < δ′q and δq < δ′q satisfy:

(i) dh(q)q̇+
√

(dh(q)q̇)2−aminh(q)

amin
< min{δ′q−δq

β
, δ′v−δv

ζ
, ε′′t }

(ii)
(
2h(q) + (dh(q)q̇)2

amin

)
amax < (v1max)

2
(16)

for all (q, q̇) ∈ N(δq, δv) ∩DL, where β and ζ are defined in (10)

Note that since h(q∗) = 0 and dh(q∗)q̇∗ = 0, continuity of h(q) and dh(q) imply that such

δq, δv exist. The following lemma states that if the initial condition are within W , then at the

first impact time, c0(τ1) lies within W ′.

Lemma 3: Let x∗ = (q∗, q̇∗) be a Zeno equilibrium point of a simple Lagrangian hybrid

system HL such that ḧ(q∗, q̇∗) < 0 and e < 1, and let V, W ′ and W be the neighborhoods of x∗

defined in (6), (11) and (16) respectively. Then each execution χHL such that c0(τ0) ∈ W ∩DL

satisfies c0(t) ∈ V for t ∈ I0, and c0(τ1) ∈ W ′ and τ1 − τ0 < ε′′t .

Proof: From the definition of W and V , it is clear that the initial condition satisfies c0(τ0) ∈
V . First, in order to prove that c0(t) ∈ V for all t ∈ I0, we assume that there exists a time

t′ ∈ I0 such that c0(t
′)6 ∈V , and show that this leads to a contradiction, in a manner similar to

the proof of Lemma 2. Since c0(τ0) ∈ V , we take t′ as the minimal time such that c0(t
′)6 ∈V , so

that c0(t) ∈ V for all t ∈ [τ0, t
′). This implies bounds on q0(t

′) and q̇0(t
′) as

‖q0(t
′)− q0(τ0)‖ ≤ β(t′ − τ0), ‖q̇0(t

′)− q̇0(τ0)‖ ≤ ζ(t′ − τ0). (17)

Moreover, h(q(t)) satisfies the differential inclusion (7) for t ∈ [τ0, t
′). Thus, integrating (7)

twice gives an upper bound for h(q(t′)) as h(q(t′)) ≤ h0 + v0(t− τ0)− amin(t− τ0)
2/2, where

h0 = h(q0(τ0)) and v0 = dh(q0(τ0))q̇0(τ0). Since h(q(t′)) ≥ 0, one obtains a bound on t′ as

t′ − τ0 ≤ v0 +
√

v2
0 + 2aminh0

amin

. (18)

Substituting (18) into (17), condition (i) in (16) gives ‖q0(t
′)− q0(τ0)‖ ≤ δ′q − δq and

‖q̇0(t
′)− q̇0(τ0)‖ ≤ δ′v − δv. Using the fact that (q0(τ0), q̇0(τ0)) ∈ W = N(δq, δv), the tri-

angle inequality implies that (q0(t
′), q̇0(t

′)) ∈ N(δ′q, δ
′
v) ⊂ V , in contradiction to the original

assumption. Next, since c0(t) ∈ V for all t ∈ I0, the differential inclusion (7) is satisfied for all

t ∈ I0. Similar to the derivation of (18), it can be shown that τ1 − τ0 satisfies the same bound

given in the right hand side of (18). Therefore, condition (i) in (16) also implies that τ1−τ0 < ε′′t .



Using the same arguments as above with τ1 instead of t′, it can be shown that c0(τ1) ∈ N(δ′q, δ
′
v).

Moreover, using optimal control, it is shown in the Appendix that v−1 satisfies

|v−1 | ≤
√(

2h0 +
(v0)2

amin

)
amax. (19)

Condition (ii) in (16) then implies that |v−1 | < v1max, hence c0(τ1) lies within W ′.

We now combine the results above to complete the proof of Theorem 2.

Proof of Theorem 2: First, we prove part (i). Assume that e < 1 and ḧ(q∗, q̇∗) < 0. For

the given neighborhood U and εt > 0, pick εq, εv such that N(εq, εv) ⊆ U . Then choose ε′q < εq

and ε′v < εv such that the neighborhood V = N(ε′q, ε
′
v) satisfies (6). Next, choose ε′t < εt and

δ′q, δ
′
v and v1max such that (12) is satisfied. The neighborhood W ′ is then defined in (11). Finally,

choose ε′′t < εt − ε′t, and δq < δ′q, δv < δ′v that satisfy (16), and define W = N(δq, δv). Consider

an execution χHL with initial conditions c0(τ0) ∈ W ∩DL. Lemma 3 implies that c0(t) ∈ V for

t ∈ I0, and c0(τ1) ∈ W ′ and τ1 − τ0 < ε′′t . Lemma 2 then implies that ci(t) ∈ V for all t ∈ Ii

and i ≥ 1, that χHL is Zeno, and that τ∞ − τ1 < ε′t. Therefore, χHL is Zeno, the Zeno time

satisfies τ∞ − τ0 < εt, and the solution stays bounded within V ⊂ U as desired.

We now prove part (ii) of the theorem in case where ḧ(q∗, q̇∗) > 0. First, choose a0 > 0

such that a0 < ḧ(q∗, q̇∗). Next, choose an open neighborhood Ū of x∗ such that ḧ(q, q̇) > a0

for any (q, q̇) ∈ Ū , and define hmax = max{h(q)|(q, q̇) ∈ Ū}. Choose any initial condition

(q0, q̇0) ∈ Ū ∩ DL such that dh(q0)q̇0 > 0, and assume that the corresponding execution χHL

satisfies c0(t) ∈ Ū for all t ∈ I0. Then by construction, h(q0(t)) satisfies ḧ(q0(t), q̇0(t)) > a0

for all t ∈ I0, and its initial conditions are h(q0(τ0)) ≥ 0 and ḣ(q0(τ0), q̇0(τ0)) > 0. It can

be easily shown that there exists a time t′ ≤ τ0 +
√

2a0hmax such that h(q0(t
′)) > hmax, and

thus (q0(t
′), q̇0(t

′)6 ∈Ū . Therefore, the solution cannot be bounded within Ū by setting the initial

conditions arbitrarily close to x∗, in contradiction with the definition of BTLS.

IV. THE COMPLETED LAGRANGIAN HYBRID SYSTEM

In this section, we present a method for carrying executions of Lagrangian hybrid systems

beyond Zeno time, i.e., we formally define a “completed” hybrid system.

Overview of completion process. The motivation for completing hybrid system models is

based upon the fact that despite the name “Zeno equilibrium,” a Zeno point x∞ is not a physical

equilibrium point, since it satisfies fL(x∞) 6= 0, and involves nonzero velocity. It was postulated



in [5] that after the Zeno time, the system should switch to a holonomically constrained dynamical

system. Note that this postulation is essentially a modeling paradigm, and as such, its correctness

cannot be mathematically proven. However, we argue that this concept correctly captures the

physical behavior in this class of mechanical systems.

The main observation of [5] is that at a Zeno point, the execution of the Lagrangian hybrid

system converges to a limit point (q∞, q̇∞) that satisfies h(q∞) = 0 and dh(q∞)q̇∞ = 0. This

limit point lies on the constraint surface h−1(0) = {q ∈ Q : h(q) = 0}, and its velocity vector

is tangent to this surface. Since in Lagrangian hybrid systems the unilateral constraint h(q) ≥ 0

usually represents a mechanical contact, it is hypothesized in [5] that once such a contact is re-

established via a Zeno execution, it is then maintained by a constraining force. This behavior is

captured by the formulation of a holonomically constrained dynamical system whose trajectories

are constrained to the surface h−1(0), where the constraint is maintained by a Lagrange multiplier

λ, representing the physical contact force. An important fact that was overlooked in [5] is that,

in such systems, a contact force is often also constrained to be non-negative, thus eliminating

tension or adhesion forces. Under this assumption, our completed model suggests that at a zero-

crossing event of the constraint force, the constrained system switches back to the hybrid system.

Physically, this event corresponds to a contact breakage and separation.

Constrained dynamical systems. We now define the holonomically constrained dynamical

system DL associated with the hybrid Lagrangian L. For such systems, the constrained equations

of motion can be obtained from the equations of motion for the unconstrained system (2), and

are given by (cf. [30])

M(q)q̈ + C(q, q̇)q̇ + N(q) = dh(q)T λ, (20)

where λ is the Lagrange multiplier which represents the contact force. Differentiating the

constraint h(q(t)) = 0 twice with respect to time and substituting the solution for q̈ in (20),

the solution for the constraint force is obtained as follows:

λ(q, q̇) =
(
dh(q)M(q)−1dh(q)T

)−1 (
dh(q)M(q)−1(C(q, q̇)q̇ + N(q))− q̇T H(q)q̇

)
. (21)

From the constrained equations of motion, for x = (q, q̇), we get the vector field

ẋ=fλ
L(x)=


 q̇

−M(q)−1(C(q, q̇)q̇+N(q)−dh(q)T λ(q, q̇))






Fig. 3. A graphical representation of a completed hybrid system.

Note that fλ
L defines a vector field on the manifold TQ|h−1(0), from which we obtain the

dynamical system DL = (TQ|h−1(0), f
λ
L). For this dynamical system, q(t) slides along the surface

h−1(0) as long as the constraint force λ is positive.

A constrained execution χ̃ of DL is a pair (Ĩ , c̃) where Ĩ = [τ̃0, τ̃f ]⊂ IR if τ̃f is finite and

Ĩ =[τ̃0, τ̃f )⊂ IR if τ̃f =∞ and c̃ : Ĩ → TQ, with c̃(t)= (q(t), q̇(t)) a solution to the dynamical

system DL satisfying the following properties:

(i) h(q(τ̃0)) = 0,

(ii) dh(q(τ̃0))q̇(τ̃0) = 0,

(iii) λ(q(τ̃0), q̇(τ̃0)) > 0,

(iv) τ̃f = min{t ∈ Ĩ : λ(q(t), q̇(t)) = 0}.

(22)

The completed hybrid systems and completed executions. Using the notation and con-

cepts introduced thus far, we now introduce the notion of a completed hybrid system, denoted

H L. Loosely speaking, the completed hybrid system has components of hybrid dynamics

and constrained dynamics, and two-way transitions between them. Fig. 3 depicts a graphical

representation of the completed system. In order to more formally define the solutions of

completed hybrid systems, we now introduce the notion of a completed execution.

Definition 5: Given a simple hybrid Lagrangian L and the associated completed system H L,

a completed execution χ of H L is a (possibly infinite) sequence of alternating hybrid and

constrained executions χ = {χ(1), χ̃(2), χ(3), χ̃(4), ...} that satisfies the following conditions:

(i) For each pair χ(i) and χ̃(i+1), τ
(i)
∞ = τ̃

(i+1)
0 and c

(i)
∞ = c̃

(i+1)
0 (τ̃

(i+1)
0 ).

(ii) For each pair χ̃(i) and χ(i+1), τ̃
(i)
f = τ

(i+1)
0 and c̃(i)(τ̃

(i)
f ) = c

(i+1)
0 (τ

(i+1)
0 ).

where the superscript (i) denotes values corresponding to the i-th execution in χ, and τ
(i)
∞ , c

(i)
∞

denote the Zeno time and Zeno point associated with the i-th hybrid execution χ(i).



Note that the first element of χ can also be a constrained execution χ̃(1), as long as the overall

initial conditions satisfy conditions (i)-(iii) in (22). Note, too, that χ can also consist of a finite

number N of executions, where the last execution (which can be either a constrained execution

or a non-Zeno hybrid execution) extends to infinite time.

Remarks. First, as an interpretation of the completed execution, note that the only way to

transition from a hybrid execution to a constrained execution is reaching a Zeno equilibrium

point. The converse transition from a constrained execution to a hybrid execution occurs when

the constraint force λ crosses zero. Second, recall the expression for the acceleration ḧ(q, q̇) of

h(q(t)) along trajectories of the unconstrained dynamics, which is given in (5). The definitions of

ḧ(q, q̇) in (5) and λ(q, q̇) in (21) imply that these two quantities are in complementarity relations,

that is, while the solution slides along the surface h−1(0), either ḧ = 0 and λ > 0, corresponding

to maintaining constrained motion, or ḧ > 0 and λ = 0, corresponding to leaving the constraint

surface and switching back to the hybrid system. Thus, the definition of completed executions is

consistent. Finally, note that the reason for considering both hybrid and constrained executions

instead of directly defining the solution of the overall system c(t) is that each hybrid execution

has an infinite indexing set (the natural numbers). Therefore, using this definition, it would not

be possible to consider a solution with more than one Zeno transition, since the impact times

cannot be indexed. Thus the correct way to study these solutions is by considering them as a

concatenation of multiple executions.

V. PRACTICAL COMPLETION OF HYBRID SYSTEMS

In this section, we first discuss some practical difficulties arising in numerical simulation of

completed hybrid systems near Zeno points, which inevitably lead to numerical errors. Motivated

by these difficulties, we propose a procedure for computing a reliable approximation for the

execution of a completed hybrid system, with guaranteed bounds on the approximation error.

A. Practical difficulties in simulating completed hybrid systems

An important observation is that the notion of completed hybrid system described in Section

IV is not practically useful; to be successfully implemented, one would need exact knowledge of

Zeno executions, which cannot be assumed as it requires computing an infinite number of discrete

transitions. Thus, one must be prepared to present a method for completing hybrid systems that

will be amenable to simulation. That is, any software implementation of the numerical simulation



of Zeno executions will necessarily involve a finite truncation of the infinite sequence of discrete

transitions. Therefore, a notion of completing hybrid systems practically must be introduced—

one that can handle errors introduced trough the finite truncation of Zeno executions.

Two main problems related to the reliability of these numerical approximations must be

addressed. Firstly, one needs to guarantee that an approximation of a Zeno execution actually

detects a true Zeno behavior of the exact execution and not just an aliasing effect resulting

from truncations. Secondly, in the numerical simulation, the finite truncation is followed by

choosing an approximate Zeno point, which then serves as an initial condition to the next phase of

constrained dynamics. Therefore, in order to generate a reliable simulation, one needs guarantee

that the approximated Zeno point lies in an arbitrarily close neighborhood of the exact Zeno

limit point (which cannot be computed analytically). That is, the approximation error should

satisfy a pre-specified bound. These two problems will be addressed through the utilization of

results from Section III regarding sufficient conditions for stability of Zeno equilibria.

B. Reliable approximation of completed executions

We now present the procedure for computing a reliable approximation for the execution of

a completed hybrid system, with guaranteed bounds on the approximation error. The outline of

the reliable approximation algorithm is as follows. First, a hybrid execution is simulated, until

it reaches an impact at some time τk, with the state (q(τk), q̇(τk)) satisfying certain conditions,

called the reliable truncation conditions. At that point, the hybrid execution is truncated, and the

algorithm applies a re-initialization map R∗ that maps the state (q, q̇) at the time of truncation into

an approximate Zeno equilibrium point (q∗, q̇∗) ∈ Z. The algorithm then switches to simulating

the constrained dynamics (20), with the initial conditions given by (q∗, q̇∗).

We now define the re-initialization map R∗, and then define the reliable truncation conditions.

The re-initialization map R∗ : DL → Z is given by R∗(q, q̇) = (q∗, q̇∗), where

q∗ = q and q̇∗ = q̇ − dh(q)q̇

‖dh(q)‖2dh(q)T .

Note that since R∗ is applied at an impact time, q∗ = q satisfies h(q∗) = 0. Moreover, under the

map R∗, the velocity q̇ is projected orthogonally onto the plane dh(q)q̇ = 0. Thus, it is clear

that (q∗, q̇∗) is actually a Zeno equilibrium point.

We now define the reliable truncation conditions, depending on the given bounds εq, εv, and

εt, which are the desired bounds on the errors in position, velocity, and time, respectively, caused

by the truncation.



Definition 6: Let (q, q̇) be a state of HL such that h(q) = 0 and dh(q)q̇ < 0, and denote

(q∗, q̇∗) = R∗(q, q̇). For given εq, εv, and εt, define a neighborhood V = N(ε′q, ε
′
v) of (q∗, q̇∗),

that satisfies the conditions (6). The reliable truncation conditions for (q, q̇) are then given by:

(i) ḧ(q∗, q̇∗) < 0

(ii) |dh(q)q̇| < min{κ̄1, κ̄2, κ̄3},
(23)

where κ̄1 =
amin(1− e′)

2e
εt

κ̄2 =
amin (1− e′)

2eβ
ε′q

κ̄3 = ε′v
/(

(1 + e)η

1− e′
+

2eζ

amin (1− e′)
+

1

‖dh(q∗)‖

)
,

(24)

ε′q, ε′v, amin and amax satisfy (6) and e′, β, η and ζ are defined in (10).

Note that the first condition in (23) is precisely the condition for local stability of the Zeno

equilibrium point (q∗, q̇∗). The second condition in (23) requires that the pre-impact velocity at

the truncation time ḣ(q(τk)) is sufficiently small. The following theorem states that the reliable

truncation conditions guarantee the desired bounds on the error between the exact Zeno point

(q∞, q̇∞) and the truncated and re-initialized state (q∗, q̇∗), as well as on the exact Zeno time.

This result stems directly from Theorem 2 and Lemmas 1, 2 and 3 in Section III.

Theorem 3: Let χHL be an execution of a simple Lagrangian hybrid system HL. Then if

there exists k ∈ Λ such that (qk−1(τk), q̇k−1(τk)) satisfy the reliable truncation conditions with

respect to given εq, εv, and εt, then χHL is a Zeno execution, whose Zeno time satisfies τ∞ −
τk < εt, and its Zeno point satisfies ‖q∞ − q∗‖ < εq and ‖q̇∞ − q̇∗‖ < εv, where (q∗, q̇∗) =

R∗(qk−1(τk), q̇k−1(τk)).

Proof: The proof utilizes the construction of the neighborhood W ′ in (11), and the results of

Lemma 2 from Section III. First, note that condition (i) in (23) guarantees that (q∗, q̇∗) satisfies

the BTLS conditions, and that the neighborhood V = N(ε′q, ε
′
v) exists. Choosing δ′q = 0 and

δ′v = dh(q∗)q̇/‖dh(q∗)‖, and defining the neighborhood W ′ of (q∗, q̇∗) as in (11), the definition

of R∗, along with condition (ii) in (23) imply that (qk−1(τk), q̇k−1(τk)) ∈ W ′. We can then

exploit the time-invariance of HL to shift the time τk to τ1, and treat the remaining part of the

execution χHL of times t ≥ τk (i.e. past the truncation point) as an execution in the vicinity of

(q∗, q̇∗), having initial conditions within W ′. Lemma 2 then implies the desired bounds on the

Zeno point and the Zeno time of χHL , where the definitions (24) are straightforward substitution

of the chosen δ′q and δ′v into (12).



The completion procedure. We now summarize the procedure for practical simulation of a

completed Lagrangian hybrid system H L under desired bounds εq, εv, εt on the truncation errors.

1) Initialization: set an initial time τ0 and initial conditions (q(τ0), q̇(τ0)).

2) If h(q(τ0)) = 0 and dh(q(τ0))q̇(τ0) = 0, go to step 5.

3) Simulate an execution of the hybrid system HL, until it reaches an impact at time τk such

that (qk−1(τk), q̇k−1(τk)) satisfy the reliable truncation conditions.

4) Set τ̃0 = τk and (q(τ̃0), q̇(τ̃0)) = R∗(q(τk), q̇(τk)).

5) Simulate the constrained system DL until reaching a time τ̃f at which λ(q(τ̃f ), q̇(τ̃f )) = 0.

6) Set τ0 = τ̃f and (q(τ0), q̇(τ0)) = (q(τ̃f ), q̇(τ̃f )).

7) Return to step 3.

Remarks: It is important to discuss the ramifications of the proposed procedure, which will

be done through a series of remarks. First, note that in some cases, step 3 or step 5 may never

terminate. This happens when either the hybrid execution is not Zeno and extends to infinite

time, or when the constrained execution satisfies λ > 0 for infinite time. Second, note that in

practice the quantities amin, amax, η, β and ζ need not be computed exactly. Instead, one can

use simplified conservative approximations of them, e.g. ãmin < amin, ãmax > amax, β̃ > β,

et cetera. Third, note that Theorem 3 only implies that the bounds on the truncation error

hold for a single truncation, and not for the overall cumulative error of a long-time simulation

with multiple truncations. Other possible sources of numerical errors in simulation of hybrid

executions are numerical integration errors during the continuous phases of constrained and

unconstrained motion, as well as inaccuracies in the detection of zero-crossing events h(q(t)) = 0

and in the re-initialized state. While discussion of numerical integration errors is beyond the

scope of this paper, the problem of event detection and re-initialization inaccuracies can be

partially solved by defining an alternative set of coordinates q′ such that h(q) is one of the

new coordinates. This enables easier detection of the event h = 0, and allows for manually

enforcing h=0 at any post-impact configuration q′. Moreover, these coordinates are also useful

for numerically integrating the constrained dynamics DL with higher accuracy, by enforcing

h= ḣ=0 at each time step. Finally, note that the practical completion procedure described above

essentially approximates a completed Lagrangian hybrid system by transforming it into a hybrid

system with two domains, where the conditions of reliable truncation play the role of a (rather

complicated) guard, and the re-initialization map R∗ is the reset map that sends the solution to

the constraint surface h−1(0), which is the second domain. This approximation enables practical



simulation and further numerical investigation of the completed hybrid system.

VI. SIMULATION RESULTS

In this section, we present numerical simulations for the examples considered in section II.

Example 3 (Ball): Consider the example of a ball bouncing on a sinusoidal surface (Figure

1(a)). Recall that the set of Zeno equilibria for this system are states at which the ball slides along

the sinusoidal surface. The stability of each Zeno equilibrium point is determined according to

Theorem 2, and depends on the sign of ḧ(q, q̇). Using the definition in (5), the stability condition

is given by ḧ(q, q̇)= v2
x sin(x) − g < 0, where we denote q̇ =(vx, vy). This indicates that Zeno

equilibrium points that satisfy sin(x) < 0 i.e. near the “valleys”, are always stable, and are more

likely to attract Zeno executions. On the other hand, points such that sin(x) > 0, i.e. on the

“hills”, can be made stable only by setting the horizontal velocity vx sufficiently small.

In our simulation, the values of system’s parameters were chosen as m = 1, g = 1 and

e = 0.5. We simulated this system under two different sets of initial conditions, where in both

cases the initial conditions at t = 0 are chosen such that at τ1 = 0.05, a first impact occurs at

x(τ1)=0.3, y(τ1)=sin(0.3). In the first case, the initial velocities are chosen as vx(0)=1.8 and

vy(0)=0. The execution was simulated until an impact time τk at which the pre-impact velocity

dh(qk−1(τk))q̇k−1(τk) is less than 10−10. The results of this simulation are shown in Figure 4,

as follows. Figures 4(a),(b),(c),(d),(e) show the time plots of x(t), y(t), vx(t), vy(t) and h(q(t)),

respectively. The points of impact events are marked with squares (“¥”). Figure 4(f) plots x(t)

vs. y(t), with the constraint surface y = sin(x) appearing as a pale (green) solid curve. This

simulation results in a Zeno execution that converges at a Zeno time τ∞ = 3.761 to the Zeno

equilibrium point q∗ = (1.337, 0.973) and q̇∗ = (−0.121,−0.028). This Zeno point is close to

a maximum point of the surface; note that the horizontal velocity vx is significantly decreased

from its initial value, so that ḧ(q∗, q̈∗)=−0.986 < 0 and the stability condition is satisfied. Note,

too, that the behavior of h(q(t)) in the vicinity of the Zeno point (Figure 4(e)) is remarkably

similar to that of a simple bouncing ball.

In the second case, the initial velocities are chosen as vx(0) = 2.5 and vy(0) = 0. Figures

5(a)-(f) show the simulation results under these initial conditions. This simulation results in

a Zeno execution that converges at a Zeno time τ∞ = 5.0731 to the Zeno equilibrium point

q∗=(5.114,−0.920) and q̇∗=(2.023, 0.791). One can see that the trajectory is initially “repelled”

from the maximum point due to the large horizontal velocity, and attracted towards the next
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Fig. 4. Simulation results for the ball example with initial velocities vx(0)=1.8 and vy(0)=0.
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Fig. 5. Simulation results for the ball example with initial velocities vx(0)=2.5 and vy(0)=0.

minimum point, while the horizontal velocity is increased, such that ḧ(q∗, q̈∗)=−4.766 satisfies

the stability condition in Theorem 2.

Next, we move beyond the Zeno time, by simulating the completed hybrid system for this

example. Figures 6(a),(b),(c) show time plots of x(t), y(t) and h(q(t)), respectively, under initial

conditions q(0)=(0, 2) and q̇(0)=(1.5, 0). Solutions of constrained executions appear as solid

curves, while solutions of hybrid executions appear as dashed curves. The points of impact

events are marked with squares (‘¥’). Figure 6(d) plots x(t) vs. y(t), with the constraint surface

y=sin(x) appearing as pale (green) solid line. The results of this representative simulation show

initial bouncing of the ball which converges to a Zeno equilibrium point at approximately t=3.

Then the system switches to a constrained motion until the contact force λ(q, q̇) vanishes at

approximately t=4. The system then switches again to a hybrid execution, which converges to

a Zeno point at approximately t=11. Finally, switching again to the constrained dynamics, the

solution is then ”trapped” near a minimum, and exhibits an undamped pendulum-like periodic

motion for infinite time (the constrained dynamics (20) does not include any dissipation terms).

Example 4 (Double Pendulum): In the second running example (Example 2) consisting of

a double pendulum with a mechanical stop (Figure 1(b)), the condition for stability of Zeno

equilibria given in Theorem 2 is ḧ(q, q̇)= g sin θ1

L̃
< 0, where L̃= (4m1+3m2)L1L2

3(m1(L1+2L2)m2L2)
. This indicates

that only points at which sin θ1 < 0 (i.e. the links are inclined to the left) are stable Zeno
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Fig. 6. Simulation results for the ball ((a)-(d)) on a sinusoidal surface and the double pendulum with a mechanical stop ((e)-(f)).

equilibria. We now show simulations of the completed hybrid systems for this example, where we

chose the numerical parameters m1 =m2 =L1 =L2 =g=1, and a coefficient of restitution e=0.5.

Figure 6(e),(f) show the time plots of θ1(t) and θ2(t) under initial conditions q(0)=(30◦, 25◦) and

q̇(0)=(0, 0). Again, solutions of constrained executions appear as solid curves, while solutions

of hybrid executions appear as dashed curves. The results show a seemingly periodic motion, at

which link 2 repeatedly hits the mechanical stop and bounces, until it converges to a Zeno point

at which θ1 < 0 and establishes contact. Then the two links attach and swing rigidly as a single

pendulum in a constrained motion. When θ1 crosses zero, the constraining force λ vanishes and

the two links separate again, as predicted by the stability condition. At this point the dynamics

switches back to the hybrid system, and the solution exhibits a sequence of impact events and

converges again to a Zeno equilibrium point at θ1 ≈ −40◦. One can notice that this periodic-like

motion is actually decaying, due to the energy dissipation induced by the impacts. Exact periodic

orbits with Zeno behavior in a controlled version of this system are analyzed in [31].

VII. DISCUSSION - STABILITY OF CONSTRAINED MECHANICAL SYSTEMS

In this section we discuss a key interpretation of the results in this paper to stability of

mechanical systems with unilateral contacts. Typical examples of such systems are robotic

manipulation [19], and bipedal locomotion [46]. An important open problem for these systems

is analysis of their behavior when the constrained motion undergoes small position-and-velocity

perturbations that violate the contact constraints. Such perturbations may originate from external

disturbances or small errors in the coordinated motion of internal links, causing instantaneous

contact separation. This problem has not been previously addressed in the literature, primarily due

to lack of a coherent framework for treating transitions between hybrid dynamics and constrained

dynamics. For example, works that analyze the stability of robotic grasps [19] and bipedal

locomotion [46] consider only stability with respect to the subset of perturbations under which



the contact constraints are maintained. Other works verify the consistency of the constrained

motion by guaranteeing that the contact forces are non-negative at all times, such as [48] in the

context of manipulation, and [11], [45] which employ the ZMP criterion for bipedal locomotion.

However, none of these works analyze stability under perturbations that violate the contact

constraint. An exception is the work by Or and Rimon [33], which analyzes the stability of an

equilibrium posture of a planar rigid body supported by two unilateral contacts with friction.

Although this work focuses on a specific case, it is the motivation for the present discussion.

The constrained dynamics of a mechanical system with a single unilateral constraint is formu-

lated in (20). When the constraint h(q(t))=0 is satisfied for some time interval the state (q, q̇)

of this system is restricted to the constraint surface C, defined by C = {(q, q̇) ∈ TQ : h(q) =

0 and dh(q)q̇ = 0}. When allowing initial perturbations that violate the constraint, one needs

to consider executions of the associated completed hybrid system, as described in Section IV.

We now utilize the framework of completed Lagrangian hybrid system proposed in this paper

to define the new notion of constraint stability, as follows:

Definition 7: Consider a completed Lagrangian hybrid system H L associated with the La-

grangian L(q, q̇) and the constraint h(q) ≥ 0, and let x′ = (q′, q̇′) be a point in C. Then H L

possesses constraint stability at x′ if for each open neighborhood U ⊆ TQ of x′, there exists

another open neighborhood W of x′, such that for every initial condition c0(τ0) ∈ W∩DL\C, the

corresponding hybrid execution χ(1) is a Zeno execution that satisfies c
(1)
i (t) ∈ U for all t ∈ I

(1)
i

and i ∈ Λ(1), and converges to a Zeno point x∞ = (q∞, q̇∞)∈C that satisfies λ(q∞, q̇∞) > 0.

The interpretation of this definition is that constraint stability at x′ ∈ D simply requires that

under any small initial perturbation about x′ that violates the constraint, the dynamic response of

the system converges back to the constraint surface via a Zeno execution while staying within a

small neighborhood of x′. The following corollary is a straightforward implication of the results

presented in previous sections.

Corollary 1: Let H L be a Lagrangian hybrid system associated with the Lagrangian L(q, q̇)

and the constraint h(q) ≥ 0, and let x′ = (q′, q̇′) be a point in C. Then if λ(q′, q̇′) > 0, then H L

possesses constraint stability at x′, where the expression for λ(·, ·) is given in (21).

Proof: First, note that x′∈C is a Zeno equilibrium point of the hybrid system HL. Second,

note that bounded-time local stability of x′ (definition 4) implies constraint stability of H L at x′

(definition 7). Finally, (5) and (21) imply that if λ(q′, q̇′) > 0 then ḧ(q′, q̇′) < 0, which, according

to Theorem 2, guarantees the bounded-time local stability of x′.



The physical interpretation of this result is that if the constraint force λ is strictly positive

along solutions of the constrained dynamics, then the system’s response under small position-and-

velocity perturbations that violate the constraint is guaranteed to converge back to the constraint

surface. Although the result is highly intuitive, the authors are unaware of any similar result in

the literature. In some sense, it provides a partial justification to previous works that use the term

“stability test” to a simple check of the positivity of the constraint force required to maintain

contact. However, one must keep in mind that Theorem 1 is currently limited to mechanical

systems with a single unilateral constraint, involving frictionless constrained dynamics of the

form (20), under frictionless impacts of the form (4). The extension of this result to frictional

contact and to higher number of unilateral constraints introduces additional difficulties, which

are briefly discussed in the concluding section.

VIII. CONCLUSION

In this paper we studied Zeno behavior in Lagrangian hybrid systems, and derived necessary

and sufficient conditions for stability of Zeno equilibria. We have derived explicit bounds on

the neighborhood of initial conditions that guarantee convergence of the solution to a Zeno

equilibrium point in an arbitrarily small Zeno time, while staying bounded within arbitrarily

small neighborhood. Then we have formally defined the notion of completed hybrid systems,

under which solutions are extended beyond the Zeno time by two-way transitions between the

hybrid dynamics and the holonomically constrained dynamics. Additionally, we presented a

procedure for practical simulation of completed hybrid systems, and derived conditions under

which a Zeno execution can be reliably truncated after a finite number of transitions while

guaranteeing that the resulting numerical error is less than a pre-specified bound. Finally, we

have discussed the interpretation of the results to stability of unilaterally constrained motion of

mechanical systems under perturbations that violate the constraint.

We now briefly discuss limitations of the results and list some open problems for future

research. First, note that the results are currently limited to mechanical systems with a single

unilateral constraints. Generalization to systems with multiple constraints is challenging, both

in increasing the complexity of the system’s structure due to existence of multiple domains,

and in correct modeling of impact at multiple contacts [25]. Second, the results are currently

limited to frictionless contacts. Extension to frictional contact models poses problems of solution

inconsistency and indeterminacy [8], [36]. In a particular case, Or and Rimon analyze the hybrid



dynamics and stability of equilibrium postures for a rigid body supported by two frictional

contacts [32], [33]. However, this preliminary result is still far from presenting a complete

framework for treating the general case of multiple frictional contacts. Finally, the paper focuses

only on Lagrangian hybrid system. Extensions of the results to more general classes of hybrid

systems, such as set-valued systems, is still under investigation [15], [34].

APPENDIX

In this appendix, we prove Lemma 1 and a result from Lemma 3 by utilizing methods from

optimal control, namely, Pontryagin’s maximum principle. (The idea of using optimal control to

analyze stability of differential inclusions also appears in the work of Liberzon and Margaliot

[24].) We, therefore, briefly review the basic form of this principle based on its presentation in

[6], though we adopt a slightly different notation.

Consider a control system

ẋ = f(x, u), (25)

where x ∈ IRn and u ∈ Ω ⊆ IRm, where Ω is a convex set of admissible controls. A solution to

(25) on a time interval [t0, tf ] is a pair (x(t), u(t)) satisfying (25) and u(t) ∈ Ω for all t ∈ [t0, tf ];

the initial and final conditions of x(t) are denoted x0 = x(t0) and xf = x(tf ). The design goal

is to find a solution to (25) that minimizes a given cost function P (xf , tf )
1. The end condition

xf and the end time tf can either be specified, or left as free parameters of optimization.

Using calculus of variations techniques, the solution of this problem is given as follows. First,

define the Hamiltonian, given by H(x, u, λ, t) = λ(t)T f(x, u), where λ ∈ IRn is called the

co-state vector. The co-state dynamic equations are then given by λ̇ = −∂H
∂x

, and the optimal

control satisfies u∗(t) = argminH . The end condition is given by [ ∂P
∂xf

− λ(tf )]
T δxf = 0, where

if a particular state variable xi is specified, then its variation δxi(tf ) vanishes, and if it is not

specified, then it gives an end condition for the corresponding co-state variable λi. In case where

the terminal time tf is not specified, an additional condition on H(tf ) is given by ∂P
∂tf

+H(tf ) = 0.

Proof of Lemma 1: The main idea of the proof is as follows. Recall that assuming ci(t) ∈ V

for all t ∈ Ii and i ∈ {1 . . . k} implies that the constraint function h(q(t)) satisfies the differential

1Many textbooks also consider an integral cost function of the form J =
∫ tf

t0
g(x, u, t)dt. This cost function can be

incorporated into the formulation here by using an additional state variable z, whose dynamics is given by ż = g(x, u, t).

The cost function is then simply given by P = z(tf ).



inclusion ḧ(t) ∈ [−amax,−amin] for all times t ∈ Ii and i ∈ {1 . . . k}. The impact law (4) implies

the relation v+
i = −ev−i where v−i and v+

i are the left and right limits, respectively of the velocity

ḣ(t) at the impact times τi. This set-valued hybrid dynamics describes a “set-valued bouncing

ball” system [34]. Our goal is to find conditions under which all possible solutions of this system

are decaying asymptotically to zero.

As the first step, choosing a state vector x = (x1, x2) = (h(q), ḣ(q, q̇)), the differential

inclusion can be reformulated as a control system




ẋ1 = x2

ẋ2 = u
where u ∈ [−amax,−amin]. (26)

The start and end times t0 and tf represent two consecutive impact times τi and τi+1. The

initial conditions are thus x1(t0) = 0 and x2(t0) = v+
i . One end condition is specified, namely

x1(tf ) = 0, while the terminal velocity x2(tf ) = v−i+1, as well as the terminal time tf , are both

unspecified.

In order to prove (8), consider the cost function: P (xf , tf ) = x2(tf ) for the control system

(26). The Hamiltonian is given by H = λ1x2 + λ2u. The co-state dynamic equations are then

λ̇1 = 0 and λ̇2 = −λ1, indicating that λ1(t) is constant and λ2(t) is a linear function. The end

condition gives λ2(tf ) = 1. The maximum principle then implies that the optimal input u∗(t) is

either amin or amax, and depends solely on the sign of λ2(t), which is a linear function that has

at most one zero-crossing point. Therefore, u∗ is a piecewise-constant function with at most one

switching time, hence we can set u∗(t) = −u1 for t ∈ [t0, ts] and u∗(t) = −u2 for t ∈ [ts, tf ],

where ts is the switching time, and u1, u2 ∈ {−amax,−amin}.

Substituting the expression for u∗(t), direct integration of (26) with the given initial conditions

yields the solution for the terminal velocity as x2(tf ) = −
√

(v+
i − u1ts)2 + 2u2(v

+
i ts − u1t2s/2).

Differentiating with respect to ts, it is straightforward to show that x2(tf ) attains a critical

value for the switching time t∗s = v+
i /u1. Direct substitution then shows that the maximal value

of |x2(tf )| is obtained by taking u1 = −amin and u2 = −amax, and is given by x∗2(tf ) =

−
√

amax

amin
v+

i . Note that the optimal solution of x∗2(t) vanishes at the switching time t∗s. The

physical meaning of the optimal solution is that for the set-valued bouncing ball described in

(26), maximum hitting velocity is attained by choosing the “slowest” acceleration ḧ(t) = −amin

for the way up, i.e. ḣ(t) > 0, and the “fastest” acceleration ḧ(t) = −amax for the way down, i.e.

ḣ > 0. Augmenting the result with the relation v+
i = −ev−i , the sequence of pre-impact velocities



satisfies the bound |v−i+1| ≤ eγ|v−i+1|. Using similar arguments, one can find the minimum of

|x2(tf )|, and obtain the lower bound |v−i+1| ≥ e
γ |v−i+1|, which completes the proof of (8).

In order to prove (9), consider again the control system (26) with the cost function P (xf , tf ) =

tf . Following similar derivation, the Hamiltonian is again given by H = λ1x2 + λ2u. The co-

state dynamic equations are again λ̇1 = 0 and λ̇2 = −λ1, indicating that λ1(t) is constant

and λ1(t) is a linear function. The end condition for λ2 now gives λ2(tf ) = 0. The additional

condition associated with the terminal time now gives H(tf ) = −1, which rules out the trivial

solution λ1(t) = λ2(t) = 0. Since λ2(t) crosses zero only at the terminal time t = tf , the

maximum principle implies that the optimal solution is obtained by taking constant input u

without switching, and it is simple to verify that taking u = −amin gives the maximum time

∆τi = 2v+
i /amin. Using the relation v+

i = −ev−i then gives the bound (9).

Finally, in order to prove the bound (19) from Lemma 3, consider the optimal control problem

(26), with initial condition x(t0) = (h0, v0) and end condition x1(tf ) = 0. The cost function to

be minimized is again P (xf , tf ) = x2(tf ), where the initial and final times t0 and tf represent

the times τ0 and τ1. Using similar derivation as above, it can be shown that the optimal solution

is obtained by taking u(t) = −amin when x2(t) > 0, and u(t) = −amin when x2(t) > 0. Since

x2(t) is monotonously decreasing under (26), if v0 ≥ 0 we have that u∗(t) = −amax at all times,

while if v0 < 0, u∗(t) has a switch from −amin to amax at some time ts. Following the same

calculations as in the proof of (8), direct integration of (26) under the optimal control u∗(t) gives

|x∗2(tf )| =





√
2h0amax +

amax

amin

v2
0 v0 > 0

√
2h0amax + v2

0 v0 ≤ 0

Interpreting |x∗2(tf )| as the upper bound of |v−1 | then completes the proof of (19).
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